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“No Detectable Effects”

Bessone et al. (2021, QJE): Sleep improvement RCT with ≈ 400 people in Chennai, India

▶ At baseline, avg. participant has sleep patterns mirroring clinical insomnia

▶ The intervention is very effective (27 extra minutes of night sleep)

However, per their abstract...

“Contrary to expert predictions and a large body of sleep research, increased nighttime
sleep had no detectable effects on cognition, productivity, decision making, or well
being... ”

By their own admission, these findings contradict expert priors and large bodies of research

▶ So what do they mean by ‘no detectable effects?’
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Null Estimates in Bessone et al. (2021)

What they mean: Results are not stat. sig. different from zero

▶ They are not alone in interpreting insignificant results in this way
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This Happens All the Time

From 2020-2023, 279 null claims made in abstracts of 158 articles in T5 journals are defended by
statistically insignificant results Detailed Results

▶ > 72% of these null claims aren’t qualified by references to statistical significance, estimate
magnitudes, or a lack of evidence

Researchers and readers interpret such findings as evidence of null/negligible relationships (McShane &
Gal 2016, McShane & Gal 2017)
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Why Is This a Problem?

Generally inferring that stat. insig. results are null results is known to be bad scientific practice
(Altman & Bland 1995; Imai, King, & Stuart 2008; Wasserstein & Lazar 2016)

▶ Statistical insignificance may just reflect imprecision

Under standard NHST, null results and imprecision are conflated. Credibility problems follow:

▶ Null result penalty from beliefs of low quality and unpublishability (McShane & Gal
2016; McShane & Gal 2017; Chopra et al. 2024)

▶ Publication bias from non-publication of null results (Fanelli 2012; Franco, Malhotra, &
Simonovits 2014; Andrews & Kasy 2019)

▶ High Type II error rates, given current practices and power levels (Ioannidis, Stanley, &
Doucouliagos 2017; Askarov et al. 2023)

It doesn’t have to be this way.
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Equivalence Testing in a Nutshell

1. Set a region around zero wherein relationship of interest δ would be practically
equivalent to zero (i.e., economically insignificant)

2. Use interval tests to assess if δ̂ is sig. bounded within this region

Common in medicine, political science, and psychology (see e.g., Piaggio et al. 2012; Hartman
& Hidalgo 2018; Lakens, Scheel, & Isager 2018)
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This Talk

Introducing equivalence testing and its necessity (JMP)

Fitzgerald, J. (2024). “The Need for Equivalence Testing in Economics.” Institute for
Replication Discussion Paper Series No. 125. https://hdl.handle.net/10419/296190.

Extending to practical significance testing (briefly)

▶ Isager, P. & Fitzgerald, J. (2024). “Three-Sided Testing to Establish Practical
Significance: A Tutorial.” Tinbergen Institute Discussion Paper Series No. 2024-077/III.
https://papers.tinbergen.nl/24077.pdf.

Extending equivalence testing to econometric methodology

▶ Fitzgerald, J. (2024). “Manipulation Tests in Regression Discontinuity Design: The Need
for Equivalence Testing. Institute for Replication Discussion Paper Series No. 136.
https://www.econstor.eu/handle/10419/300277.
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The Need for Equivalence Testing in Economics

What is equivalence testing?

▶ I introduce simple frequentist equivalence testing techniques to economists

Why do we need to use it?

▶ 36-63% of estimates defending null claims in top economics journals fail lenient
equivalence tests

▶ Type II error rates in economics are likely quite high

How do we perform equivalence testing credibly?

▶ I develop software commands and guidelines for credible and relatively easy
implementation
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The Wrong Hypotheses: NHST

Standard NHST hypotheses:

H0 : δ = 0

HA : δ ̸= 0

When trying to show that δ = 0 using NHST, two key problems:

1. The burden of proof is shifted: Researchers start by assuming they’re right

2. Imprecision is ‘good’: Less precision → higher chance of stat. insig. results

It’s thus a logical fallacy to generally infer that stat. insig. results are null results
(appeal to ignorance)
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The Right Hypotheses: Equivalence Testing

We’ll fix these problems by 1) flipping the hypotheses and 2) relaxing the contraints.
As a reminder, NHST hypotheses:

H0 : δ = 0

HA : δ ̸= 0

And now equivalence testing hypotheses:

H0 : δ ̸≈ 0

HA : δ ≈ 0

If we can set a range of values [ϵ−, ϵ+] wherein δ ≈ 0, then we can find stat. sig.
evidence for HA with a simple interval test
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The Equivalence Testing Framework

We begin by setting a range of values [ϵ−, ϵ+], where ϵ− < ϵ+, called the region of practical
equivalence (ROPE)

▶ The ROPE is the range of δ values we’d call economically insignificant

▶ This is a subjective judgment call that will differ for different relationships of interest

▶ I show how to credibly aggregate ROPEs later in this talk Credible ROPE-Setting

Once we have a ROPE, we can set up the equivalence testing hypotheses:

H0 : δ /∈ [ϵ−, ϵ+]

HA : δ ∈ [ϵ−, ϵ+]
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Two One-Sided Tests (TOST)

We can identically write the equivalence testing hypotheses as

H0 : δ < ϵ− or δ > ϵ+

HA : δ ≥ ϵ− and δ ≤ ϵ+

Further, we can assess the joint HA using two one-sided tests:

H0 : δ < ϵ−

HA : δ ≥ ϵ−

H0 : δ > ϵ+

HA : δ ≤ ϵ+

Stat. sig. evidence for both HA statements using one-sided tests is stat. sig. evidence that δ ≈ 0
(Schuirmann 1987; Berger & Hsu 1996) Procedural Details Visualization
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Equivalence Confidence Intervals (ECIs)

δ̂’s (1− α) equivalence confidence interval (ECI) is just its (1− 2α) CI

▶ If δ̂’s (1− α) ECI is entirely bounded in the ROPE, then we have size-α evidence under the
TOST procedure that δ ≈ 0 (Berger & Hsu 1996)
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Revisiting Bessone et al. (2021)

Estimates defending null claims should be significantly bounded within reasonably wide ROPEs

▶ However, 28% of the ‘null’ estimates in Bessone et al. (2021) aren’t significantly bounded
beneath |σ| = 0.2

▶ 71% aren’t significantly bounded beneath |r | = 0.1

Takeaway: Bessone et al. (2021) cannot guarantee precise nulls for a large proportion of their ‘null’
estimates, which ‘fail’ lenient equivalence tests
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Data

1. Systematically-selected replication sample
▶ 876 estimates defending 135 null claims in abstracts of 81 articles in T5 economics

journals published from 2020-2023 Claim Example

▶ Estimates defending these null claims are reproducible with publicly-available data

2. Prediction platform data
▶ I survey 62 researchers on the Social Science Prediction Platform for predictions and

judgments on equivalence testing results in my sample
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Equivalence Testing Failure Rates

I compute avg. equivalence testing failure rates
in the replication sample

▶ First ROPE: r ∈ [−0.1, 0.1]

▶ |r | = 0.1 is larger than over 25% of published
results in economics (Doucouliagos 2011)
Effect Size Standardization

▶ Second ROPE: σ ∈ [−0.2, 0.2]

▶ |σ| = 0.2 is quite large for economic effect
sizes Benchmarking Sample

Models defending null claims in T5 journals should
have no trouble significantly bounding estimates
within ROPEs this wide
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Many ‘Null’ Estimates Fail Lenient Equivalence Tests

Over 39% of the ‘null’ estimates in my sample can’t be significantly bounded beneath 0.2σ

▶ Over 69% can’t be significantly bounded beneath 0.1r
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Equivalence Testing Failure Rates are Unacceptably High

Equivalence testing failure rates range from 36-63% Robustness Checks TST Framework Mechanisms

▶ Interpretation: 62% of estimates defending the average null claim can’t significantly bound their
estimates beneath |r | = 0.1 (see Model 4)
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Failure Curves

Equivalence testing failure rates stay unacceptably high even as ROPEs become ridiculously large

▶ To obtain acceptable failure rates, you’d need to argue that |0.317r | is practically equal to zero

▶ |0.317r | is larger than nearly 75% of published effects in economics (Doucouliagos 2011)
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Researchers Anticipate Unacceptably High Failure Rates

The median researcher finds failure rates from 11-13% acceptable, but (pretty accurately) predicts
failure rates from 35-38%. Takeaways:

1. Researchers don’t trust null results under standard NHST, but this mistrust is well-placed

2. More credible testing frameworks are necessary to restore trust
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Practical Matters

ROPEs need to be set independently to be credible (Lange & Freitag 2005; Ofori et al. 2023)

▶ ‘ROPE-hacking’ is a key concern

▶ To maintain independence & credibility, you shouldn’t set your ROPEs – you should get other
people to set them for you

Solution: Survey independent experts/stakeholders for their judgments

▶ Practically feasible using online platforms such as the Social Science Prediction Platform
(DellaVigna, Pope, & Vivalt 2019)

▶ Example from this project: Alongside predictions of failure rates, I elicit what failure rates
researchers deem acceptable The Equivalence Testing Framework

Given this ROPE, an estimate, and an SE, you can directly obtain equivalence testing results using my
tsti Stata command or the tst command in my eqtesting R package

▶ Both can be found at github.com/jack-fitzgerald
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The Next Step: Practical Significance Testing

Natural to want to combine equivalence testing with tests for δ’s practical significance

▶ Can be done using the three-sided testing (TST) framework (Goeman, Solari, & Stijnen 2010)

Given ROPE [ϵ−, ϵ+], the idea is to assess δ’s practical significance using three tests:

1. Two-sided test: Is δ < ϵ−?

2. TOST procedure: Is δ ∈ [ϵ−, ϵ+]?

3. Two-sided test: Is δ > ϵ+?

Significance conclusions can be derived from the smallest of these three p-values

▶ If no p-value < α, then results are inconclusive: the researcher must stay agnostic about the
practical significance of δ

▶ Embracing this uncertainty may be uncomfortable/limiting, but my findings show that standard
practice tolerates high error rates

Peder Isager and I have written a tutorial on this method, available at osf.io/preprints/psyarxiv/8y925

Vrije Universiteit Amsterdam and Tinbergen Institute Jack Fitzgerald 21/46



JMP: Intro Equivalence Testing JMP: Results The Future RDD: Intro RDD: Setup RDD: My Procedure RDD: Results Conclusion

The Three-Sided Testing Framework Visualized

Under TST, given their 95% ECIs and CIs, these estimates are respectively:

▶ Practically significant and above the ROPE

▶ Practically significant and below the ROPE

▶ Practically equivalent to zero

▶ Inconclusive
Main Results
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ShinyTST App

Peder Isager & I have built the ShinyTST app,
available at jack-fitzgerald.shinyapps.io/shinyTST/

ShinyTST App
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Regression Discontinuity Design (RDD)

Cunningham (2021) documents 5600 RDD papers published in 2019 alone
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RDD’s ‘Experimental Appeal’

Source: Garicano, Lelarge, & van Reenen (2016)

In principle, when an agent’s running
variable (RV) crosses the assignment
cutoff, the agent should be effectively
randomized into or out of treatment
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RV Manipulation at the Cutoff

Source: Garicano, Lelarge, & van Reenen (2016)

Endogenous manipulation of RV values
near the cutoff induces selection biases

▶ Agents can often effectively select
into/out of treatment
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RV Manipulation Tests

RV manipulation tests estimate and assess discontinuities in the RV’s density at the cutoff

▶ Well-known versions include DCdensity and rddensity (McCrary 2008; Cattaneo, Jansson, &
Ma 2018; Cattaneo, Jansson, & Ma 2020)

▶ Per Web of Science, these tests have over 2100 citations between them
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... and How They’re Misused

Source: Huntington-Klein (2022)

Unfortunately, researchers (mis)interpret stat. insig.
manipulation as evidence of negligible manipulation

▶ This is a well-known fallacy (Altman & Bland
1995; Imai, King, & Stuart 2008; Wasserstein
& Lazar 2016)

Meaningful manipulation may go undetected if
these tests are underpowered
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An Alternative Testing Framework

Ideal: Stat. sig. evidence that RV manipulation ≈ 0. We can get this using equivalence testing:

1. Define the smallest practically/economically significant RV density discontinuities at the cutoff
for our given research setting

2. Use interval tests to assess whether the RV density discontinuity at the cutoff is bounded
beneath this effect size
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This Project

Novel equivalence testing procedure for RV manipulation tests

▶ Can provide sig. evidence that RV manipulation ≈ 0, which is what applied
researchers usually want to show

▶ Also augments standard RV manipulation tests with bootstrap algorithms for
finite-sample (cluster-)robust inference

Empirical evidence of its necessity in applied RDD research

▶ Replicating 36 published RDD papers shows that > 44% of RV density
discontinuity magnitudes can’t be stat. sig. bounded beneath a 50% upward jump

Guidelines and statistical software commands for credible implementation

▶ lddtest command in Stata and in the eqtesting R package
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Setup (1/2)

Standard cross-sectional RDD setup (cluster/panel setup possible via bootstrap)

▶ Agents i have some running variable Zi

▶ Agents are assigned to treatment if Zi crosses cutoff c :

Di =

{
1 if Zi ≥ c

0 if Zi < c
or Di =

{
1 if Zi ≤ c

0 if Zi > c

▶ Zi exhibits probability density function f (Zi )
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Setup (2/2)

We’ll test for RV manipulation by testing a continuity assumption: lim
Zi→c−

f (Zi ) = lim
Zi→c+

f (Zi )

▶ RV manipulation tests estimate density functions on each side of the cutoff, f̂−(Zi ) and f̂+(Zi )

▶ Our estimates of the LHS and RHS density limits are respectively f̂−(c) and f̂+(c)
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The Wrong Hypotheses: Standard NHST

Standard RV manipulation tests effectively assess the hypotheses

H0 : lim
Zi→c−

f (Zi ) = lim
Zi→c+

f (Zi )

HA : lim
Zi→c−

f (Zi ) ̸= lim
Zi→c+

f (Zi ).

There are many problems with this standard NHST approach

▶ No burden of proof: Researchers assume in the null hypotheses that what they want to
show is true

▶ For most researchers, imprecision is ‘good’

▶ Negligible manipulation can be ‘significant’ in high-powered research settings

Creates perverse incentives for ‘reverse p-hacking’ by setting restrictive bandwidths or not
reporting RV manipulation tests (see Dreber, Johanneson, & Yang 2024)
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The Right Hypotheses: Equivalence Testing

We’ll fix these problems by 1) flipping the hypotheses and 2) relaxing the constratins. As a
reminder, standard NHST hypotheses:

H0 : lim
Zi→c−

f (Zi ) = lim
Zi→c+

f (Zi )

HA : lim
Zi→c−

f (Zi ) ̸= lim
Zi→c+

f (Zi ).

And now equivalence testing hypotheses:

H0 : lim
Zi→c−

f (Zi ) ̸≈ lim
Zi→c+

f (Zi )

HA : lim
Zi→c−

f (Zi ) ≈ lim
Zi→c+

f (Zi ).

If we can set a range of values wherein the RV’s density jump at the cutoff ≈ 0, then we can
get stat sig. evidence for HA with a simple interval test
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Step 1: Set the Effect Size Threshold

Set largest practically/economically insignificant RTL density ratio ϵ > 1 for our research setting

▶ RTL density ratios are useful effect sizes because they are always comparable across datasets

▶ This threshold can be credibly set by surveying other researchers for their judgments

Vrije Universiteit Amsterdam and Tinbergen Institute Jack Fitzgerald 35/46



JMP: Intro Equivalence Testing JMP: Results The Future RDD: Intro RDD: Setup RDD: My Procedure RDD: Results Conclusion

Step 2: Estimate the Logarithmic Density Discontinuity

McCrary’s (2008) DCdensity procedure estimates logarithmic density
discontinuities:

θ̂ ≡ ln
(
f̂+(c)

)
− ln

(
f̂−(c)

)
= ln

(
f̂+(c)

f̂−(c)

)

McCrary (2008) also shows that θ̂ is consistent and asymptotically normal

▶ We can thus use θ̂ and SE
(
θ̂
)
from DCdensity for standard Gaussian inference

I also develop (cluster) bootstrap procedures for finite-sample (cluster-)robust inference
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Step 3: Equivalence Testing

We’ll test whether θ̂ is stat. sig. bounded between − ln(ϵ) and ln(ϵ) w/ two one-sided tests of the form

H0 : θ < − ln(ϵ)

HA : θ ≥ − ln(ϵ)

H0 : θ > ln(ϵ)

HA : θ ≤ ln(ϵ)

If both tests are stat. sig. at level α, then there’s size-α stat. sig. evidence that RV manipulation at the
cutoff is practically equal to zero (see Schuirmann 1987; Berger & Hsu 1996) Visualization
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Equivalence Confidence Interval (ECI) Approach

θ̂’s (1− α) equivalence confidence interval (ECI) is just its (1− 2α) CI

▶ If θ̂’s (1− α) ECI is entirely bounded in [− ln(ϵ), ln(ϵ)], then we have size-α evidence under the
TOST procedure that RV manipulation at the cutoff ≈ 0 (Berger & Hsu 1996)

We can use this for (percentile) bootstrap inference by constructing (1− α) bootstrap ECIs
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Replication Data

I leverage replication data from Stommes, Aronow, & Sävje (2023a; 2023b), who run
robustness checks on 36 published RDD papers in AJPS, APSR, and JOP from
2009-2018

▶ Some papers use multiple datasets; I run RV manipulation tests in each dataset
(45 in total)

Designs in this dataset include close election designs, spatial discontinuities, and age
discontinuities

▶ Per Lee & Lemieux (2010), 42% of published RDD papers in economics use one
of these RV classes
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Equivalence Testing Performance

I re-examine these papers with my equivalence-based RV manipulation test, using a
lenient threshold of ϵ = 1.5 Why?

▶ I.e., each test asks: Can we significantly bound RV manipulation at the cutoff
beneath a 50% upward jump/33.3% downward jump?

▶ Given the caliber of journals, these RVs should ‘pass’ this lenient equivalence test

I then compute equivalence testing failure rates – the proportion of these
equivalence tests that are not significant at a 5% level
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Main Equivalence Testing Failure Rate Estimates

Failure rates for my equivalence-based RV
manipulation test range from 44-75%

▶ Interpretation: Over 44% of RV
density discontinuity magnitudes at
the cutoff can’t be significantly
bounded beneath a 50% upward jump
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Failure Curves

To obtain equivalence testing failure rates beneath 5%, we’d have to be willing to argue that a 350%
upward density jump is practically equal to zero

▶ Takeaway: Meaningful RV manipulation at the cutoff is still a serious problem in RDD research
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Confusion Curves

17.7% of LDD estimates at cutoff are false positives: Stat. sig., but sig. bounded within ϵ ∈ [2/3, 3/2]

▶ Likewise, 26.6% of LDD estimates at the cutoff are false negatives: Not stat. sig., but not sig.
bounded within ϵ ∈ [2/3, 3/2]

Takeaway: Standard NHST often misclassifies the practical significance of RV manipulation at cutoff
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RDD: Practical Considerations

I recommend setting ϵ by surveying other researchers for their judgments of the smallest
practically/economically significant RV density jump at the cutoff

▶ Practical using online resources such as the Social Science Prediction Platform (DellaVigna,
Pope, & Vivalt 2019)

▶ Data from these researcher surveys can be useful for reasons beyond this test

If this is not feasible (or an RV fails my manipulation test), consider the rdbounds partial identification
procedure (Gerard, Rokkanen, & Rothe 2020)

▶ But for most projects, the procedures I’m proposing will be feasible

With the ϵ threshold in hand, you can use my lddtest Stata command or the lddtest command in
my eqtesting R package

▶ Both of my packages are available at github.com/jack-fitzgerald

▶ Leo Stimpfle has also created a Python version, available at github.com/leostimpfle/lddtest
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General Takeaways

Social scientists need to start testing hypotheses with effect sizes in mind

▶ For many relationships, there’s a meaningful smallest effect size of interest

▶ We should leverage this information to test the practical significance of estimates

There is great opportunity to develop better methods with equivalence testing

▶ Researchers often want to test whether relationships are practically equal to zero

▶ The RDD paper is a proof-of-concept; more is coming

Many debates on methods can be resolved with replication-based methods research

▶ JMP originated because I was told (repeatedly) that in top journals, p > 0.05 is a good indicator
of null relationships; 81 replications later, clearly that’s not true

▶ Growing subfield (see Hainmueller, Mummolo, & Xu 2019; Muralidharan, Romero, & Wutrich
2023; Stommes, Aronow, & Sävje 2023; Chiu et al. 2024; Lal et al. 2024)
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Null Claim Classification

This Happens All the Time
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The TOST Procedure

First, compute test statistics

t− =
δ̂ − ϵ−

s
t+ =

δ̂ − ϵ+

s

The relevant test statistic is the smaller of the two:

tTOST = argmin
t∈{t−,t+}

{|t|}

The critical value for a size-α TOST procedure is the one-sided critical value t∗α

1. If tTOST = t−, then there is stat. sig. evidence that δ ∈ [ϵ−, ϵ+] iff t− ≥ t∗α

2. If tTOST = t+, then there is stat. sig. evidence that δ ∈ [ϵ−, ϵ+] iff t+ ≤ −t∗α

A single TOST procedure maintains size α even without multiple hypothesis corrections (Berger & Hsu 1996)
TOST Concept
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TOST Example

TOST Concept
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Claim Example

The bolded text represents the two null claims made by this abstract:

“This article estimates peer effects originating from the ability composition of tutorial groups for
undergraduate students in economics. We manipulated the composition of groups to achieve a wide
range of support, and assigned students-conditional on their prior ability-randomly to these groups.
The data support a specification in which the impact of group composition on achievement is captured
by the mean and standard deviation of peers’ prior ability, their interaction, and interactions with
students’ own prior ability. When we assess the aggregate implications of these peer effects regressions
for group assignment, we find that low-and medium-ability students gain on an average 0.19 SD units
of achievement by switching from ability mixing to three-way tracking. Their dropout rate is reduced
by 12 percentage points (relative to a mean of 0.6). High-ability students are unaffected. Analysis
of survey data indicates that in tracked groups, low-ability students have more positive interactions
with other students, and are more involved. We find no evidence that teachers adjust their teaching
to the composition of groups.”

Data
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Standardized Effect Sizes
I aggregate all regression results into two effect size measures

1. Standardized coefficients:

σ =

{
δ
σY

if D is binary
δσD
σY

otherwise
s =

{
SE(δ)
σY

if D is binary
SE(δ)σD

σY
otherwise

σY and σD are respectively within-sample SDs of Y and D

▶ σ is closely related to the classical Cohen’s d effect size

2. Partial correlation coefficients (PCCs):

r =
tNHST√

t2NHST + df
SE(r) =

1− r 2√
df

.

tNHST is the usual t-statistic and df is degrees of freedom

▶ PCCs are widely-used in economic meta-analyses

Failure Rates Introduction
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Benchmarking Sample

Failure Rates
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Failure Rate Robustness

These failure rates remain large and significant when...

▶ Switching from σ to r

▶ Switching from exact to asymptotically approximate tests

▶ Switching aggregation procedures

▶ Removing initially stat. sig. estimates

▶ Separating models by regressor type combination (i.e., binary vs. non-binary)

▶ Removing non-replicable estimates from the sample

▶ Removing models that require conformability modifications from the sample (e.g.,
logit/probit models put through margins, dydx())

Main Results
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Mechanisms

Power is a greater driver of equivalence testing failure rates than effect size
Main Results
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Two One-Sided Tests (TOST) Procedure

In other words, we have stat. sig. evidence at the 5% level that θ ≈ 0 if

1. θ̂ is 1.645 SEs above − ln(ϵ), and

2. θ̂ is 1.645 SEs below ln(ϵ)

Step 3
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Why ϵ = 1.5?

▶ Chen, Cohen, & Chen (2010) show that an odds ratio of 1.5 corresponds closely
w/ a Cohen’s (1988) d = 0.2, the classic small effect size benchmark

▶ Same effect size proposed by Hartman (2021)

▶ Practically large in many research-relevant RDD settings (e.g., elections)

Back
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