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Abstract

I introduce equivalence testing procedures that can provide statistically sig-

nificant evidence that economic relationships are practically equal to zero. I

then demonstrate their necessity by systematically reproducing the estimates

that defend 135 null claims made in 81 articles from top economics journals.

36-63% of these estimates fail lenient equivalence tests. Though prediction plat-

form data reveals that researchers find these equivalence testing failure rates

(ETFRs) to be unacceptably high, researchers actually anticipate unacceptably

high ETFRs, accurately predicting that ETFRs exceed acceptable thresholds by

around 23 percentage points. To obtain ETFRs that researchers deem accept-

able, one must contend that nearly 75% of published effect sizes in economics

are practically equal to zero. This implies that Type II error rates are unaccept-

ably high throughout economics. This paper provides economists with empirical

justification, guidelines, and commands in Stata and R for conducting credible

equivalence testing and practical significance testing in future research.
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1 Introduction

An economist wants to know the relationship between two variables, so they run a

regression. As it turns out, the regression estimate is not statistically significantly

different from zero. Assuming that this finding is not ‘shoved in the file drawer’,

how would most economists report this finding? I show that over 72% of article

abstracts in top economics journals report such a finding by claiming that there is

no meaningful relationship at all. Readers also interpret such findings in this way,

including researchers and even statisticians (McShane & Gal 2016; McShane & Gal

2017). However, inferring that statistically insignificant results are evidence of null

relationships is widely-known to be bad scientific practice, because under the standard

null hypothesis significance testing (NHST) framework, a statistically insignificant

estimate may reflect a large relationship whose estimate is simply noisy and imprecise

(see Altman & Bland 1995; Imai, King, & Stuart 2008; Wasserstein & Lazar 2016).

This paper introduces a testing framework that is more appropriate for evidencing

null relationships, known as equivalence testing. Under this framework, the researcher

first sets a region of practical equivalence (ROPE) around zero, denoting the range

of values for the relationship of interest that are ‘practically equal to zero’, or in

economic parlance, ‘economically insignificant’. Once the ROPE is set, equivalence

testing assumes in the null hypothesis that the estimate is not bounded within the

ROPE. If the estimate is significantly bounded within the ROPE, then one has cred-

ible evidence that the relationship of interest is practically equal to zero. Equivalence

testing is routinely applied in medicine, and is being rapidly adopted by psychology

and political science (see Piaggio et al. 2012; Hartman & Hidalgo 2018; Lakens, Scheel,

& Isager 2018). This paper shows why economics must adopt equivalence testing as

well, and demonstrates how to credibly apply this testing framework.

I show that the standard testing procedures that economists use to make and

defend null claims likely tolerate unacceptably high Type II error rates. In particular,

I systematically reproduce and standardize the estimates that defend 135 null claims
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made by 81 articles published in Top 5 economics journals from 2020-2023, and subject

these estimates to equivalence testing. I also survey 62 researchers on the Social

Science Prediction Platform to obtain their judgments and predictions on equivalence

testing results in my replication sample (see DellaVigna, Pope, & Vivalt 2019).

To assess the performance of these estimates under equivalence testing, I set sym-

metric ROPEs with boundaries defined by Cohen’s (1988) widely-used small effect

size benchmarks. These are very lenient ROPEs, with boundaries larger than a sub-

stantial proportion of published estimates in economics (Doucouliagos 2011). One

should expect that estimates defending null claims in top economics journals are sig-

nificantly bounded within these ROPEs, and thus ‘pass’ lenient equivalence tests. I

estimate equivalence testing failure rates (ETFRs) by computing the proportion of

estimates that ‘fail’ these lenient tests.

ETFRs are unacceptably high. At a 5% significance level, ETFRs within these

lenient ROPEs range from 36-63%. To obtain ETFRs that my prediction platform

sample deems acceptable, one must be willing to claim that nearly 75% of all pub-

lished effect sizes in economics are practically equal to zero. Because such a claim

is ludicrous, these results imply that null claims in top economics journals exhibit

unacceptably high error rates.

My prediction platform data shows that researchers actually expect ETFRs to

be unacceptably high. The median researcher deems ETFRs of 10.65-12.95% to be

acceptable, but predicts ETFRs from 35.1-38.35%, roughly in line with the lower

bound of my actual ETFR estimates. On average, researchers expect ETFRs to exceed

acceptable levels by around 23 percentage points. Though researchers distrust many

null results in the current economic literature, this mistrust appears to be relatively

well-placed. These results together imply a strong need for equivalence testing in

future economic research.

Given this clear need, I provide guidelines for credible equivalence testing in eco-

nomic research. To reduce researcher degrees of freedom and ‘ROPE-hacking’, I rec-
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ommend that researchers aggregate ROPEs by surveying independent parties, such

as experts or relevant stakeholders, regarding the smallest relationships that they

would consider to be practically meaningful. Such surveys are practical to conduct

using centralized research-centric belief elicitation platforms such as the Social Sci-

ence Prediction Platform (DellaVigna, Pope, & Vivalt 2019). I also introduce the

three-sided testing (TST) procedure, a general framework for testing an estimate’s

practical significance (Goeman, Solari, & Stijnen 2010).

An estimate may be too imprecise to be reliably classified as either practically sig-

nificant or practically equal to zero. In such cases, the testing frameworks I advocate

for in this paper require that researchers concede that their results are inconclusive.

This ensures that imprecise estimates are not considered definitive evidence of null

relationships. It also ensures that relationships are only considered statistically sig-

nificant when there is highly certain evidence that they are practically significant.

Finally, I provide the tsti command in Stata and the tst command in the

eqtesting R package, which compute immediate testing results under the TST frame-

work for a given estimate, standard error, and ROPE. Because standard equivalence

testing procedures are nested in the TST framework, both tsti and tst can in prin-

ciple be used exclusively for equivalence testing. Both the tsti command and the

eqtesting package can be downloaded from Github.1

This paper proceeds as follows. Section 2 details the data underlying my empir-

ical analysis. In Section 3, I leverage this data to document problems with current

economic practice for evidencing null claims; Section 4 provides equivalence testing

frameworks and procedures that correct for these issues. Section 5 provides method-

ological details for my empirical analysis, and Section 6 details my empirical results.

Section 7 offers guidelines and extensions for credible equivalence testing and practical

significance testing in future research. Section 8 concludes.

1For tsti, see https://github.com/jack-fitzgerald/tsti, and for eqtesting, see
https://github.com/jack-fitzgerald/eqtesting.
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2 Data

I obtain a systematically-selected sample of 2346 estimates defending 279 null claims

made in the abstracts of 158 articles published from 2020-2023 in Top 5 economics

journals (i.e., American Economic Review, Econometrica, Journal of Political Econ-

omy, Quarterly Journal of Economics, and Review of Economic Studies).2 The sys-

tematic selection procedure is detailed in Online Appendix A. All null claims selected

for my sample are likely to be interpreted by readers as claims of negligible or nonex-

istent relationships or phenomena (see McShane & Gal 2016; McShane & Gal 2017).

I term this full sample of articles, claims, and estimates the intermediate sample.

The final sample contains all estimates in the intermediate sample that are con-

formable and computationally reproducible using publicly-available data.3 The final

sample is comprised of 876 estimates that defend 135 null claims made in the abstracts

of 81 articles. For each estimate, the final sample stores the corresponding standard-

ized regression coefficient σ, standard error s, sample size N , residual degrees of free-

dom df ,4 replicability status, conformability status, outcome and exposure variables

with dummies indicating if each is binary, and the initial standard NHST p-value

(without conformability changes, if applicable). The standardization procedure for σ

and s is detailed in Section 5.1. In Online Appendix B, I provide the sample of ar-

ticles represented in the final sample, alongside additional data repositories attached

to these articles (when applicable). In Online Appendix C, I provide the sample of

articles in the intermediate sample that are excluded from the final sample.

Table 1 displays summary statistics. The majority of articles make only one null

claim, and more than 90% make between one and three null claims. The median null

2This includes articles not yet published in print, but digitally published as corrected proofs at
the time of the search date; see Online Appendix A for further details.

3For the purposes of this paper, ‘publicly-available’ data includes data stored in repositories of
the Inter-university Consortium of Political Science Research (ICPSR), whose data is freely available
to anyone who creates an ICPSR account.

4When df is not directly provided by software output, I impute df = N−b, where b is the number
of covariates plus one (for a constant term). This imputation is conservative for the purposes of this
paper, if anything deflating ETFRs for partial correlation coefficients (see Sections 5.1 and 5.2).
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Min P10 P25 P50 P75 P90 Max Mean SD N

Panel A: Article-Level
# of Claims, Intermediate Sample 1 1 1 1 2 3 11 1.766 1.369 158
# of Estimates, Intermediate Sample 1 1 3 6 14 28.3 288 14.848 32.197 158
# of Claims, Final Sample 1 1 1 1 2 3 5 1.667 1.025 81
# of Estimates, Final Sample 1 1 3 6 14 24 82 10.815 13.145 81
Panel B: Claim-Level
# of Estimates, Intermediate Sample 1 1 2 4 8 16 288 8.409 22.372 279
# of Estimates, Final Sample 1 1 2 4 7.5 14.6 55 6.489 8.128 135
Panel C: Estimate-Level
σ -1.671 -0.12 -0.026 0.004 0.044 0.118 1.817 0.001 0.201 876
|σ| 0 0.004 0.013 0.036 0.102 0.244 1.817 0.096 0.176 876
s 0 0.012 0.027 0.068 0.13 0.208 5.783 0.107 0.259 876
Initial NHST p-value 0 0.054 0.231 0.484 0.739 0.899 1 0.482 0.302 876
N 12 171 616 3558 14606 197768 12353303 92508.845 629132.708 876
df 10 36.5 91 180 1045 11104 1076398 6356.906 51866.319 876
Power to detect |σ| = 0.2 0.031 0.157 0.33 0.829 1 1 1 0.685 0.341 876

Note: This table reports summary statistics aggregated at each clustering level of the data. All data at the estimate level arises
from the final sample.

Table 1: Summary Statistics

claim is defended by four estimates. Effect sizes are quite small throughout the final

sample, with the median standardized coefficient magnitude at 0.036σ. The median

estimate in the final sample arises from a model with N = 3558 and df = 180.5 At

a 5% significance level, the majority of these estimates have at least 80% power to

detect an effect size of 0.2σ under the standard NHST framework. However, there is a

concentrated sample of underpowered estimates. 32% of estimates in the final sample

lack even 50% power to detect a 0.2σ effect.

Over 90% of estimates in the final sample are statistically insignificant under the

standard NHST framework at a 5% significance level. The 10% of estimates that

are initially statistically significant virtually always arise alongside other statistically

insignificant estimates that together defend their null claim.6 Initially significant es-

timates are more common for null claims made about directional hypotheses.

There are also a few important binary variables whose summary statistics are not

reported in Table 1. 8.3% of estimates in the final sample are not fully replicable, in

the sense that my best attempts to reproduce the article’s findings using its replica-

5This large difference between N and df arises largely due to clustering; when standard errors
are clustered, df is constrained by the number of clusters rather than the number of observations.

6One claim – the only null claim in its article – is defended with a statistically significant result
(Fuster, Kaplan, & Zafar 2021).
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tion repository do not yield the exact same results as those published in the article.

Further, 7.9% of estimates in the final sample arise from models that are adjusted

with conformability modifications for my analysis, implying that the model used to

obtain the estimate in the final sample differs from the model used to obtain the

estimate in the published article.7 Both the outcome and exposure variable are con-

tinuous for 22.9% of estimates in the final sample, while 25.5% of estimates in the

final sample correspond to binary outcome and exposure variables. The most frequent

type of estimate corresponds to a continuous outcome variable and a binary exposure

variable, representing 35.7% of estimates in the final sample.

2.1 Prediction Platform Data

In addition to my main replication data, I administered a Qualtrics-based survey on

the Social Science Prediction Platform (SSPP) from 30 March to 30 April 2024 (see

DellaVigna, Pope, & Vivalt 2019). The survey and the original Qualtrics file can be

found at https://socialscienceprediction.org/s/602202. The SSPP survey asks social

science researchers to provide their predictions and judgments concerning equiva-

lence testing results in the final sample.8 I also ask researchers to provide judgments

on acceptable Type I and Type II error rates in Top 5 economics journals. After

screening out respondents who reported familiarity with the results of my analysis or

gave incomplete responses, I possess a sample of judgments and predictions from 62

researchers. Online Appendix D details this sample of researchers.

7For example, marginal effects must be estimated in the case of probit or logit models for esti-
mands to be appropriately interpreted in standardized units of the outcome variable.

8I specifically ask respondents to provide their predictions and judgments of TOST/ECI ETFRs
in the final sample for a ROPE of [−0.2σ, 0.2σ] at a 5% significance level (see Sections 5.1 and 5.2
for more details). To minimize confusion, I then ask each respondent whether they anticipate that
these ETFRs will be different within a ROPE of [−0.1r, 0.1r] than they will be within a ROPE of
[−0.2σ, 0.2σ]. If they answer yes, then the respondent is asked to provide these same predictions
and judgments of ETFRs within a ROPE of [−0.1r, 0.1r]. If they answer no, then the respondent is
not shown these new questions, and the respondent’s predictions and judgments of ETFRs within a
ROPE of [−0.1r, 0.1r] are imputed, using their predictions and judgments of ETFRs within a ROPE
of [−0.2σ, 0.2σ].
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3 Null Claims in Economics: Theory and Practice

In practice, economists usually estimate relationships using linear models of the form

Y = δD+Xϕ, where Y is the outcome variable of interest, D is the exposure variable

of interest, and X is a matrix of b other covariates, which typically includes a constant

term. The parameter of interest is δ, the linear association between Y and D. Point

estimate δ̂ and standard error s > 0 can be estimated in a regression model whose

residual exhibits df degrees of freedom. When economists are interested in testing

whether there is a relationship between Y and D, they predominantly do so using a

two-tailed test under the standard NHST framework (Imbens 2021).9

Definition 3.1 (The Standard Null Hypothesis Significance Testing Framework).

The researcher wishes to assess whether δ ̸= 0 using a test with Type I error rate

α ∈ (0, 1]. They thus formulate null and alternative hypotheses as

H0 : δ = 0

HA : δ ̸= 0
(1)

and compute test statistic tNHST = δ̂
s
. Let F (t, df) be the cumulative density function

(CDF) of the t-distribution with df degrees of freedom. The exact critical value is

t∗α
2
, df = F−1

(
1− α

2
, df

)
. (2)

The researcher rejects H0 and concludes that δ ̸= 0 if and only if δ̂ is statistically

significant, where δ̂ is statistically significant if and only if |tNHST| ≥ t∗α
2
, df .

Economists using the standard NHST framework typically conclude that there is

a relationship between Y and D if H0 is rejected, and that there is no relationship

between Y and D if H0 is not rejected (Romer 2020; Imbens 2021). Table 2 details the

9Though economists are sometimes interested in testing whether δ significantly differs from some
non-zero point null, δ = 0 is by far the most frequent null hypothesis. For ease of exposition, my
definition of the standard NHST framework here is thus limited to this typical use case.
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Category Claim Type Example # Claims % of Claims

1 Claim that a relationship/phenomenon does not D has no effect on Y . 111 39.8%
exist or is negligible

2 Claim that a relationship/phenomenon does not D has no significant effect on Y . 33 11.8%
exist or is negligible, qualified by reference to
statistical significance

3 Claim that a relationship/phenomenon does not D has no meaningful effect on Y . 24 8.6%
exist or is negligible, qualified by reference to
something other than statistical significance

4 Claim that a relationship/phenomenon does not D has no positive effect on Y . 53 19%
(meaningfully) hold in a given direction

5 Claim that a relationship/phenomenon does not D has no significant positive effect on Y . 4 1.4%
(meaningfully) hold in a given direction,
qualified by reference to statistical significance

6 Claim that a relationship/phenomenon does not D has no meaningful positive effect on Y . 5 1.8%
(meaningfully) hold in a given direction,
qualified by reference to something other than
statistical significance

7 Claim that there is a lack of evidence for a There is no evidence that D has an effect on 10 3.6%
(meaningful) relationship/phenomenon Y .

8 Claim that a variable holds similar values Y is similar for those in the treatment group 7 2.5%
regardless of the values of another variable and the control group.

9 Claim that a relationship/phenomenon holds only The effect of D on Y is concentrated in older 22 7.9%
or primarily in a subset of the data respondents.

10 Claim that a relationship/phenomenon stabilizes D has a short term effect on Y that 10 3.6%
for some values of another variable dissipates after Z months.

Unqualified null claim Categories 1, 4, or 8-10 203 72.8%

Qualified null claim Categories 2-3 or 5-7 76 27.2%

Note: Data is based on the 158 articles and 279 null claims in the intermediate sample (see Section 2).

Table 2: Types of Null Claims in the Economics Literature

ways in which economists make null claims whenH0 is not rejected. Specifically, I use a

slightly modified version of the categorization from Gates & Ealing’s (2019) survey of

null claims in medical journals to classify all null claims in my intermediate sample.10

Table 2 shows that economists frequently make null claims based on statistically

insignificant estimates. Though Gates & Ealing (2019) show that this practice is not

unique to economics, a striking feature of the way that economists communicate null

claims is how definitively the claims are made. Fewer than 28% of such claims are

qualified with references to statistical significance, the magnitude of estimates, or a

lack of evidence. More than 72% of all null claims in the intermediate sample are

in this sense ‘unqualified’. These unqualified null claims are unambiguous assertions

10No claim in the intermediate sample would fall into categories 9 or 10 in Gates & Ealing (2019);
categories 9 and 10 in Table 2 serve as replacements. I also adjust the wording of claim types.
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that the relationship of interest is negligible or nonexistent.

Of course, if δ̂ is statistically insignificant, this does not necessarily imply that δ

is negligibly small. A statistically insignificant result could simply reflect imprecision

arising from low power. As s grows arbitrarily large, any arbitrarily large δ̂ can be

deemed to be ‘insignificant’ under the standard NHST framework. Therefore, gener-

ally inferring a null result from a statistically insignificant estimate can often result in

erroneously deeming that a genuinely meaningful relationship does not exist, among

other negative consequences.

To formalize these intuitions, the standard NHST framework can produce Type

I and Type II errors. Type I errors occur when one rejects the null hypothesis that

δ = 0 when one should not, whereas Type II errors occur when one fails to reject

that hypothesis when one should. Type I error rates are largely controlled by the

significance level α, which is traditionally set at 0.05.11 Type II error rate βNHST ∈

(0, 1] relates to the power (1 − βNHST) with which one can detect a relationship

with a magnitude at or above ϵ ≥ 0 under standard NHST. As the complement of

the standard NHST Type II error rate for effect size ϵ, (1 − βNHST) represents the

probability that δ̂ is statistically significant under the standard NHST framework

if
∣∣∣δ̂∣∣∣ ≥ ϵ. Let Fα(t, df) represent the CDF of the noncentral t-distribution with df

degrees of freedom and noncentrality parameter t∗α,df , where t
∗
α,df is defined in Equation

2. Then given α, power to detect an effect size of |δ| ≥ ϵ can be written as12

1− βNHST = Pr
(
|tNHST| ≥ t∗α

2
,df | |δ| ≥ ϵ

)
= Fα

2

( ϵ
s
, df

)
+ Fα

2

(
− ϵ

s
, df

)
.

(3)

Power levels above (below) 0.8 are generally considered to be (in)sufficient in

11Of course, when more than one hypothesis test is performed simultaneously, false positive rates
can exceed α. The subsequent analysis remains valid in the special case where only one hypothesis
test is performed.

12This is simply a generalized extension of the power equation for a two-sided test employed by
Stata’s power oneslope command (StataCorp 2023, pg. 433).
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economics and the social sciences more broadly (Ioannidis, Stanley, & Doucouliagos

2017). The classical thresholds of α = 0.05 and βNHST = 0.2 reflect a presumption

that Type I errors are four times as costly as Type II errors (Cohen 1988, pg. 56).

Because one can never achieve adequate power for ϵ = 0, the researcher must choose a

reasonable effect size benchmark ϵ for which to calculate power. When δ̂ is statistically

insignificant, ϵ is ordinarily set to a small effect size benchmark, as the goal of power

analysis in this setting is typically to assess whether δ < ϵ with high probability.

In principle, if published economic estimates exhibit sufficiently high power to detect

reasonably small ϵ values, then insignificant results in the economics literature usually

reflect true nulls, and there is no need to change current testing practices in economics.

Unfortunately, power is usually remarkably low throughout the economics litera-

ture. Ioannidis, Stanley, & Doucouliagos (2017) estimate median power to observe true

effects in the economics literature at 18% or less. Askarov et al. (2023) obtain median

power estimates of 7% in leading economics journals, and median power estimates

of 5% in Top 5 economics journals. These low power levels are not necessarily due

to poor research practices. Answering important economic questions often requires

researchers to examine pre-existing datasets where the researcher has no control over

the data-generating process, leaving economists ‘at the mercy’ of existing sample

sizes. However, these low power levels are still a flaw of economic research that must

be acknowledged.

This low power poses serious challenges for the credibility of null claims in eco-

nomics. When researchers interested in claiming that δ = 0 use the standard NHST

framework in Definition 3.1, the hypotheses are organized such that the researcher be-

gins by assuming that what they want to show is true – that δ = 0 – only concluding

otherwise if the estimate is statistically significant enough to force them to abandon

their claim. This shifts the burden of proof off of the researcher, which implies that

for researchers trying to show that δ = 0, imprecision is ‘good’, as the probability

of finding a null relationship is inversely related to statistical precision. This is the
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key motive for ‘reverse p-hacking’, which economists often engage in when performing

placebo tests (Dreber, Johanneson, & Yang 2024).

Because the burden of proof is shifted off of the researcher in such settings, gener-

ally concluding that statistically insignificant results are null results is a logical fallacy

(Altman & Bland 1995; Imai, King, & Stuart 2008; Wasserstein & Lazar 2016). For-

mally, researchers who make this inference engage in ‘appeals to ignorance’, which

arise when one infers that a claim is correct simply because no one has yet produced

significant evidence against the claim. Though null relationships can sometimes be

inferred from statistically insignificant results, this inference is only valid for suffi-

ciently well-powered results. Generally inferring null relationships from statistically

insignificant estimates without any regard to the Type II error control implied by the

power of the model can result in researchers unwittingly tolerating unacceptably high

Type II error rates. The low power documented in reviews of the economics literature

combined with the high frequency of unqualified null claims documented in Table 2

thus imply that economists often tolerate large Type II error rates.

The standard NHST framework is ultimately an untenable framework through

which to reach conclusions that relationships are null, because one often cannot reli-

ably discern whether an estimate is statistically insignificant due to small size or due

to imprecision. This conflation between imprecision and null findings contributes to

widespread beliefs that null results are low-quality and unpublishable (see McShane &

Gal 2016; McShane & Gal 2017; Chopra et al. 2024). This in turn leads to null results

being far less likely to be published in economics journals, leading to publication bias

throughout the economics literature (Fanelli 2012; Franco, Malhotra, & Simonovits

2014; Andrews & Kasy 2019). Worse yet, the high Type II error rates that are ef-

fectively tolerated by current economic practice imply that even amongst the null

findings that are prominently published, a considerable proportion are false negative

results that wrongfully declare meaningful economic relationships to be nonexistent.

Fortunately, testing frameworks that provide better error control for null results
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can mitigate or eliminate all of these problems. If researchers inherently understand

these aforementioned dynamics in the current research landscape, then aesthetic pref-

erences for pattern-finding may not entirely explain the null result penalty (see Chopra

et al. 2024). Rather, the null result penalty may arise at least in part from rational

preferences for minimizing error rates. Therefore, if a testing framework can provide

better control over error rates for null claims, then this testing framework may also

yield the added benefit of mitigating the null result penalty, and in turn publication

bias against null results.

4 Equivalence Testing

A credible framework for testing whether relationships are practically null can be

constructed by making two modifications to the standard NHST framework. First,

the null and alternative hypotheses in Equation 1 can be flipped, restoring the burden

of proof on researchers trying to show that δ = 0. Second, to make the test feasible,

the constraints in Equation 1 can be relaxed. Rather than assessing whether δ = 0

strictly, one can instead assess whether δ ≈ 0. The resulting hypotheses take the form

H0 : δ ̸≈ 0

HA : δ ≈ 0.

This is a feasible hypothesis test if one can define a range of values within which

δ ≈ 0, as one can test whether δ̂ is significantly bounded within that range using a

simple interval test. This is the core idea of equivalence testing.13

Definition 4.1 (The Equivalence Testing Framework). The researcher wants to test

whether δ ≈ 0. Let [ϵ−, ϵ+] be a range where ϵ− < ϵ+, where 0 ∈ [ϵ−, ϵ+], and where δ ≈
13Though equivalence testing can be used to test a relationship’s practical equivalence to any

value, for ease of exposition, I limit my definition of the equivalence testing framework here to the
typical use case where a researcher wants to show that there is virtually zero relationship between
Y and D.
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0 when δ ∈ [ϵ−, ϵ+]. The researcher thus formulates null and alternative hypotheses:

H0 : δ /∈ [ϵ−, ϵ+]

HA : δ ∈ [ϵ−, ϵ+] .
(4)

The researcher rejects H0, concluding that δ ≈ 0, if and only if δ̂ is statistically

significantly bounded within [ϵ−, ϵ+].

[ϵ−, ϵ+] is the region of practical equivalence (ROPE), which is the range of δ values

that one would deem to be practically equal to zero. ROPE boundaries thus effectively

designate the range of δ values that are ‘economically insignificant’. ROPEs are often

(though not always) symmetric around zero such that ϵ− = −ϵ+.
14 A symmetric

ROPE around zero can be said to have a length of ϵ > 0 and written as [−ϵ, ϵ]. I

discuss several tests that can assess whether δ̂ is statistically significantly bounded

within the ROPE throughout the remainder of this section.

Though equivalence testing has historically been challenged by difficulties with

establishing credible ROPES (see Ofori et al. 2023), relatively new online resources

make the aggregation of credible ROPEs quite feasible for researchers. These resources

are discussed further in Section 7.1. Further, though hypothesis tests based upon

practically relevant intervals rather than point nulls are a common feature in Bayesian

inference (Linde et al. 2023), the tests I discuss further in this section do not require

reorienting to Bayesian methods, as all tests in this paper are frequentist in nature.15

14For instance, asymmetric ROPEs can arise when estimates of interest are mechanically bounded
above or below zero. Asymmetric ROPEs can also arise when D represents a costly intervention
chosen from among many. If the aim of such interventions is to increase Y , then even small negative
effects of D are practically meaningful after factoring in the opportunity cost of abandoning other
interventions. In this setting, it may be reasonable to set the ROPE such that |ϵ−| < |ϵ+|.

15Simulation evidence shows that conclusions reached under frequentist and Bayesian equivalence
testing are relatively similar (Campbell & Gustafson 2018), though Bayesian equivalence tests can
be better-powered (Linde et al. 2023).
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4.1 Two One-Sided Tests Procedure

The hypotheses in Equation 4 can be rewritten as

H0 : δ < ϵ− or δ > ϵ+

HA : δ ≥ ϵ− and δ ≤ ϵ+.

This joint alternative hypothesis can be assessed using two one-sided tests:

H0 : δ < ϵ−

HA : δ ≥ ϵ−

H0 : δ > ϵ+

HA : δ ≤ ϵ+.
(5)

Statistically significant evidence for HA in Definition 4.1 can be obtained by showing

statistically significant evidence for both HA statements in Equation 5. This is the

principle underlying the two one-sided tests (TOST) procedure.

Definition 4.2 (The Two One-Sided Tests Procedure). The researcher wants to test

the hypotheses in Definition 4.1 using a size-α test. They thus formulate test statistics

t− =
δ̂ − ϵ−

s
t+ =

δ̂ − ϵ+
s

(6)

and compute

tTOST = argmin
t∈{t−,t+}

{|t|} . (7)

The exact critical value for this test can be written as

t∗α,df = F−1 (1− α, df) . (8)

If tTOST = t−, then the researcher concludes that δ̂ is statistically significantly bounded

within [ϵ−, ϵ+] if and only if tTOST ≥ t∗α,df . If tTOST = t+, then the researcher concludes
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that δ̂ is statistically significantly bounded within [ϵ−, ϵ+] if and only if tTOST ≤ −t∗α,df .

Put simply, at a 5% significance level, the TOST procedure deems δ̂ to be signifi-

cantly bounded within a ROPE if it is both 1.645 standard errors above the ROPE’s

lower bound and 1.645 standard errors below the ROPE’s upper bound. The TOST

procedure’s name and modern form arises from Schuirmann (1987), who demonstrates

that the TOST procedure often provides better power and error rate control than the

traditional ‘power approach’ discussed in Section 3. The TOST procedure’s size is

preserved at nominal level α despite the use of simultaneous testing because the rel-

evant test statistic is the smaller of its two t-statistics, and the TOST procedure is

thus an intersection-union test of two level-α tests (Schuirmann 1987; Berger & Hsu

1996; Lakens, Scheel, & Isager 2018).

4.2 Equivalence Confidence Intervals

At a significance level of α, the TOST procedure can be inverted into an identical

confidence interval-based approach that makes use of the symmetric (1 − 2α) confi-

dence interval (Berger & Hsu 1996). Following Hartman (2021), I term this interval

the equivalence confidence interval (ECI).

Definition 4.3 (The Equivalence Confidence Interval Approach). The researcher

wants to test the hypotheses in Definition 4.1 using a size-α test. They thus formulate

a real interval
[
∆−,∆+

]
, where ∆− and ∆+ are calculated as

∆−(1− α, df) = δ̂ −
(
s× t∗α,df

)
∆+(1− α, df) = δ̂ +

(
s× t∗α,df

) (9)

and t∗α,df is defined as in Equation 8. The researcher concludes that δ̂ is statistically

significantly bounded within [ϵ−, ϵ+] if and only if [∆−,∆+] ⊂ [ϵ−, ϵ+].

Because the (1− α) ECI is the (1− 2α) confidence interval, it is trivially simple

to compute ECIs. For instance, the 95% ECI is just the 90% confidence interval. The
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Note: The coefficient of the estimate in this figure has arbitrary scale.

Figure 1: An ECI Example

key differences between ECIs and confidence intervals are the ways in which they

can be used to judge statistical significance. Standard NHST significance judgments

are derived from confidence intervals based on the confidence interval’s relationship

with zero. In contrast, significance judgments in equivalence testing are derived from

ECIs based on the ECI’s relationship with the ROPE. An estimate is statistically

significantly bounded within the ROPE at significance level α if and only if the

(1−α) ECI of that estimate is entirely bounded within the ROPE. This decision rule

yields identical conclusions to the TOST procedure, as the ECI approach is simply

an inversion of the TOST procedure.

Figure 1 shows an example of an exact 95% ECI and its uses. In this example,

δ̂ = 0.02, s = 0.1, and df = 100. The 95% ECI of this estimate can thus be roughly

written as [−0.146, 0.186], as t∗0.05,100 ≈ 1.66. If the ROPE is set as [−0.2, 0.2], then δ̂ is

statistically significantly bounded within the ROPE at a 5% significance level, because

the entire 95% ECI is bounded within this ROPE. However, the same conclusion
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cannot be reached if the ROPE is instead specified as [−0.15, 0.15]. δ̂’s (1−α) ECI is

the smallest ROPE wherein one can significantly bound δ at a significance level of α.

The ECI outer bound (ECIOB) of this estimate is 0.186, because the upper bound

of this estimate’s ECI is further away from zero than the lower bound of that ECI.

The magnitude of the ECIOB is the length of the smallest symmetric ROPE around

zero wherein one could find statistically significant evidence that δ ≈ 0. Therefore, the

ECIOB’s magnitude serves as a measure of how closely one can significantly bound

δ̂ to zero. ECIOB magnitudes are thus of great interest to many applied economists,

as the ECIOB magnitude is the smallest effect size that one can ‘rule out’ with

statistically significant evidence.

5 Methods

5.1 Standardization and Effect Sizes

I standardize all regression results obtained in the final sample into two effect size

measures. The first effect size used is the standardized coefficient σ, calculated along

with its standard error s as

σ =


δ̂
σY

if D is binary

δ̂σD

σY
otherwise

s =


SE(δ̂)
σY

if D is binary

SE(δ̂)σD

σY
otherwise

. (10)

σD and σY respectively represent the standard deviations of the exposure and out-

come variables of interest within the estimation sample, and δ̂ is the estimated linear

association between Y and D. Standardized coefficients can be interpreted as ‘stan-

dard deviation effects’, and closely relate to the widely-used Cohen’s d effect size

metric when exposure variables are binary (see Cohen 1988, pg. 20).

The second effect size used is the partial correlation coefficient r, a widely-used

effect size measure in meta-analyses. Per van Aert & Goos (2023), regression co-
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efficients can be sequentially converted first into partial correlations and then into

corresponding standard errors as

r =
tNHST√

t2NHST + df
SE(r) =

1− r2√
df

. (11)

Here tNHST is the standard NHST t-statistic as described in Definition 3.1, where

δ̂ = σ and s is the standard error of σ.16

As Section 5.2 details further, equivalence testing failure rates measure how of-

ten estimate magnitudes in the final sample can be significantly bounded beneath

classical benchmarks. I specifically use Cohen’s (1988) small effect size benchmarks,

separately testing whether σ ∈ [−0.2, 0.2] and r ∈ [−0.1, 0.1]. These ROPEs are quite

lenient. |r| = 0.1 is larger than more than 25% of all published estimates in economics

(Doucouliagos 2011), and Online Appendix E shows that both |r| = 0.1 and |σ| = 0.2

are large effect sizes even amongst a benchmark sample of plausibly large economic

effects. Thus when an article in a top economics journal claims that a relationship is

null or negligible, showing that the estimates defending that claim are significantly

bounded beneath |σ| = 0.2 or |r| = 0.1 should be easy, as these are lenient thresholds.

5.2 Measuring Equivalence Testing Failure

The equivalence testing failure rate (ETFR) is defined here as the average partition-

level proportion of estimates that fail to be statistically significantly bounded within

a given ROPE at a 5% significance level for a given aggregation level. For example,

consider a toy dataset of estimates defending three null claims. Suppose that 20% of

estimates defending the first claim cannot be significantly bounded within a ROPE

of [−0.2σ, 0.2σ] at a 5% significance level, and that the same is true of all estimates

defending the second claim and no estimates defending the third claim. The average

16Note that per Equation 10, the value of tNHST derived using σ and s from my standardization
procedure is identical to that which would be derived from the original regression results before
standardization.
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claim-level ETFR in this toy dataset for a ROPE of [−0.2σ, 0.2σ] would be (20% +

100% + 0%)/3 = 40%.

I calculate average claim-level and article-level ETFRs. I also calculate an average

inverse-weighted claim-level ETFR that ensures all articles receive the same weight

in the sample. Because these average ETFRs are calculated by taking a mean of

partition-level ETFRs over all partitions, my precision measure is the standard error

of that mean. Online Appendix G provides precise computational details for partition-

level ETFRs and their standard errors.

6 Results

6.1 Predictions and Judgments

Figure 2 presents box plots of the SSPP sample’s predictions and judgments. The

first two box plots show judgments of acceptable Type I and Type II error rates in

Top 5 economics journals. The final four box plots show predictions and judgments

concerning equivalence testing failure rates in the final sample.

Interestingly, the SSPP sample’s error rate tolerance for Top 5 economics journals

does not conform to disciplinary standards. The median SSPP respondent is willing

to tolerate Type I error rates of 9.3% (quite above the classical 5% prescription) and

Type II error rates of 14.9% (quite below the classical 20% prescription). Respondents’

median tolerance for ETFRs is somewhere between their median tolerances for Type

I and Type II errors. The median respondent deems ETFRs up to 10.65% to be

acceptable for a ROPE of [−0.2σ, 0.2σ]. This ETFR tolerance increases to 12.95%

for a ROPE of [−0.1r, 0.1r]. However, respondents predict that ETFRs will greatly

exceed these thresholds. Median predictions for ETFRs are 35.1% for a ROPE of

[−0.2σ, 0.2σ] and 38.35% for a ROPE of [−0.1r, 0.1r]. Section 6.3 shows that these

predictions are fairly accurate, though the median prediction of ETFRs for a ROPE

of [−0.1r, 0.1r] is an underestimate.
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Note: Each box plot displays the 25th, 50th, and 75th percentile of its respective rate in the SSPP
sample, along with whiskers that extend to the largest (smallest) point that lies within 1.5 interquar-
tile ranges above (below) the box.

Figure 2: Distributions of SSPP Predictions and Judgments

Figure 2 displays substantial dispersion for predicted ETFRs. Though this par-

tially reflects disagreement, it also reflects relatively low power in the SSPP sample

(N = 62). Fortunately, the within-subject design of my SSPP survey allows much

greater power to be achieved by constructing a researcher-rate panel dataset. This

panel dataset also makes it possible to obtain within-researcher estimates of differ-

ences between rates using a panel data regression model that controls for researcher

fixed effects. Specifically, letting i index the researcher and r index one of the six rates

displayed in Figure 2, I estimate the model

Ratei,r = θ + γr + λi + µi,r. (12)

Figure 3 displays estimates of γr from a model of Equation 12 that treats judg-

ments on Type II error rates as the reference group.17 On average, a given researcher

reports that for results in Top 5 economics journals, their tolerance for Type I error

17A table version of these within-researcher estimates is provided in Online Appendix Table A2.
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Note: γr estimates from Equation 12 are provided along with 95% ECIs (thicker bands) and confi-
dence intervals (thinner bands). Standard errors are clustered at the researcher level using a CR3
cluster-robust variance estimator (see Cameron & Miller 2015).

Figure 3: Within-Researcher Estimates of Differences in Predictions/Judgments

rates is 4.561 percentage points lower than their tolerance for Type II error rates.

This is direct evidence of a preference-based null result penalty (see Chopra et al.

2024). Researchers care more about Type I errors than Type II errors, implying that

they care more about articles in top economics journals claiming that relationships

exist than about such articles claiming that relationships do not exist.

The estimates in Figure 3 again show that ETFR tolerance is quantitatively close

to Type II error rate tolerance. The average researcher’s tolerance for Type II errors

is 2 percentage points higher than their tolerance for ETFRs within a ROPE of

[−0.2σ, 0.2σ], and is 0.2 percentage points lower than their tolerance for ETFRs within

a ROPE of [−0.1r, 0.1r]. Though one can significantly bound these two estimates

within a five percentage point difference of Type II error rate tolerance, it is not clear

that such a five percentage point difference is practically equal to zero in this context.

There is thus insufficient power to say that ETFR tolerances are practically equal to

Type II error rate tolerance.

However, researchers’ predictions of ETFRs in my final sample far exceed any
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of these acceptability thresholds. The average researcher predicts that ETFRs will

exceed their Type II error rate tolerance by 21.4 percentage points within a ROPE

of [−0.2σ, 0.2σ], and by 22.8 percentage points within a ROPE of [−0.1r, 0.1r]. Ac-

counting for the aforementioned differences between Type II error rate tolerance and

ETFR tolerances, these estimates imply that the average researcher predicts that

ETFRs will exceed the maximum levels that they would find acceptable by around

23 percentage points. This is evidence that researchers believe that current testing

practices in top economics journals produce null claims that exhibit unacceptably

high Type II error rates. My ETFR estimates in the remainder of this section show

that this prediction is quite accurate.

6.2 Equivalence Testing Failure Rates

Figure 4 displays the main ETFR estimates.18 The dashed lines represent the median

SSPP respondent’s thresholds for acceptable ETFRs (see Section 6.1). ETFRs lie sig-

nificantly above both zero and these thresholds. For a ROPE of [−0.2σ, 0.2σ], ETFRs

range from 36.1-38.5%. These ETFRs are even higher for a ROPE of [−0.1r, 0.1r],

ranging from 60.9-63.3%. Therefore, equivalence testing failure rates within lenient

ROPEs range from 36-63% for recent null claims in top economics journals.

The significance of these ETFRs is robust to a wide range of checks. Principally,

ETFRs are not sensitive to the choice of aggregation procedure. Within each effect size

metric, ETFRs vary by less than 2.5 percentage points across aggregation levels. Fur-

ther, no one aggregation strategy is uniformly stricter or more lenient than another.

Giving all articles the same weight, either by using article-level ETFRs or by ap-

plying inverse weighting, increases ETFRs for standardized coefficients but decreases

ETFRs for partial correlation coefficients. It thus poses no threat to robustness to

prefer one aggregation level when interpreting results. I therefore primarily reference

unweighted claim-level ETFRs in my discussion of results, largely due to relative ease

18A table version of these ETFR estimates is provided in Online Appendix Table A3.
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Note: ETFRs are provided along with 95% ECIs (thicker bands) and confidence intervals (thinner
bands), based on the standard error of the mean for unweighted ETFRs and the weighted standard
error of the mean for weighted ETFRs (see Online Appendix G). Dashed lines represent the median
SSPP respondent’s maximum acceptable claim-level ETFR for the given ROPE at a 5% significance
level (see Section 6.1).

Figure 4: Main Equivalence Testing Failure Rate Estimates

of interpretability. For instance, Model 1 in Figure 4 implies that 36.1% of estimates

defending the average null claim in the final sample cannot be significantly bounded

beneath a 0.2σ effect.

Online Appendix Table A4 shows that ETFRs remain significantly bounded above

acceptability thresholds regardless of whether estimates that are initially statistically

significant under standard NHST are removed from the sample. Additionally, On-

line Appendix Table A5 shows that ETFRs remain significantly above acceptability

thresholds after employing a leave-one-out approach where subsamples of regressor

type combinations are removed from the sample. Finally, Online Appendix Table A6

shows that ETFRs are robust to coding choices. Using the same leave-one-out ap-

proach, I show that ETFRs remain significantly above acceptability thresholds after

removing estimates that are not fully replicable, and after removing estimates from

models that require conformability modifications.
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Note: Failure curves are annotated by points indicating the ROPEs that must be tolerated to bound
ETFRs beneath 1) 5% and 2) the median SSPP respondent’s maximum tolerance for claim-level
ETFRs within the benchmark ROPEs tested when producing Figure 4’s estimates. Uncertainty
bands represent 95% confidence intervals based on the claim-level ETFR’s standard error of the
mean (see Online Appendix G).

Figure 5: Failure Curves

6.3 Failure Curves

Perhaps the most important sensitivity check concerns the choice of ROPE. Figure

5 plots failure curves, which show how claim-level ETFRs vary with the choice of

ROPE length ϵ. The shapes of the failure curves reflect the intuition that ETFRs

decline when one is willing to tolerate larger ROPEs. Figure 5 shows that ETFRs

remain significantly above nominal and acceptable levels even as ROPE lengths grow

quite large. These findings hold for both effect size measures (i.e., both σ and r).

The failure curves are also useful for a thought experiment on the credibility of

standard testing practices. Suppose that one wanted to assert that existing testing

practices for null claims in economics are sufficient, and that ETFRs are bounded

below some nominal level for reasonably-sized ROPEs. How large is the smallest

ROPE that one would need to tolerate in order to make such a claim?

Figure 5’s annotated points provide a sense of scale. To obtain claim-level ETFRs
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beneath 12.95% – the median SSPP respondent’s maximum ETFR tolerance for a

ROPE of [−0.1r, 0.1r] – one must set a ROPE of [−0.317r, 0.317r], which implies

that one must argue that |r| = 0.317 is practically equal to zero. However, |r| = 0.317

is larger than nearly 75% of published results in economics (Doucouliagos 2011). To

obtain claim-level ETFRs beneath 5%, one must be willing to claim that |r| = 0.616

is practically equal to zero, which is an extremely large effect size.

Although the distribution of standardized coefficient magnitudes throughout the

economics literature is not yet known, Online Appendix E shows that the 0.942σ

ROPE length that one would need to tolerate to obtain a 5% claim-level ETFR

is unreasonably large. The same is true of the 0.618σ effect size that is necessary

to bound claim-level ETFRs beneath 10.65%, the ETFR which the median SSPP

respondent would tolerate for a ROPE of [−0.2σ, 0.2σ].

It is absurd to argue that effect sizes this large are practically equal to zero.

Given this, one is compelled to accept the more sensible alternative conclusion that

the current testing paradigm that economists use to make and defend null claims

tolerates unacceptably high error rates. Many meaningful economic relationships are

thus likely erroneously dismissed as negligible or nonexistent under standard NHST.

6.4 Mechanisms

Are these high ETFRs caused more by large effect sizes or by imprecision? Section 4.2

establishes that the magnitude of the ECI outer bound (ECIOB) is the length of the

smallest symmetric ROPE about zero wherein one can statistically significantly bound

δ̂. ECIOB magnitudes thus directly determine the ROPEs within which δ̂ fails to be

statistically significantly bounded. Therefore, ECIOB magnitudes directly determine

ETFRs for a given ROPE. The mechanisms of ETFRs can thus be examined by

decomposing the exact 95% ECIOB magnitude into its two constituent parts: the

estimate’s magnitude
∣∣∣δ̂∣∣∣, which measures effect size, and the estimate’s 95% ECI

half-width s× t∗0.05,df , which measures imprecision (see Definition 4.3).
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Note: The figure shows the central 90% of the inverse CDFs for each component of the ECIOB
magnitude and the ECIOB magnitude itself, where CDFs arise from a weighted inverse density that
ensures each claim receives the same weight in the data.

Figure 6: Inverse CDFs of ECIOB Magnitudes and Their Components

Figure 6 plots the distributions of ECIOB magnitudes and their components. If

estimate magnitudes were the only driver of ETFRs, then one would expect the distri-

bution of ECI half-widths to be a flat horizontal line, and the distribution of estimate

magnitudes would run parallel to the distribution of ECIOB magnitudes. However,

ECI half-widths stochastically dominate estimate magnitudes throughout the distri-

bution. Though both large effect sizes and low precision substantively contribute to

high ETFRs, low precision is the dominant driver.

Table 3 provides further evidence of this dominance, displaying constant elastic-

ity estimates of the relationships between 95% ECIOB magnitudes, effect sizes, and

95% ECI half-widths. Both effect sizes and ECI half-widths are highly statistically

significantly associated with ECIOB magnitudes in theoretically expected directions.

However, ECI half-widths display noticeably stronger relationships with ECIOB mag-

nitudes than effect sizes. For standardized coefficients, the elasticity of ECIOB mag-

nitudes with ECI half-widths is around 16% larger than that elasticity for effect size

|σ|. For partial correlation coefficients, the elasticity of ECIOB magnitudes with ECI
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Effect Size ECI Half-Width Effect Size ECI Half-Width

Elasticity 0.575 0.668 0.422 0.958
w/ |ECIOB| (0.127) (0.051) (0.031) (0.059)

N 876 876 876 876
Adj. R2 0.604 0.936 0.767 0.76
Effect Size Measure σ σ r r

Note: Each column’s elasticity is calculated via a weighted univariate linear regression where
the dependent variable is the ECIOB in units specified by the column, the independent variable
is specified by the column, and observations are weighted by an inverse density that ensures
all claims receive the same weight in the data. The linear regression estimates are transformed
into elasticities using the marginaleffects post-estimation suite in R. The adjusted R2 is that
for the original weighted linear regression model. Standard errors are clustered by claim and
reported in parentheses.

Table 3: Mechanisms of ECIOB Magnitudes

half-widths is around 127% larger than that elasticity for effect size |r|. This pro-

vides additional evidence that though large effect sizes are an important factor for

explaining high ETFRs, imprecision is the dominant determinant.

Table 3 also yields encouraging evidence on the finite-sample properties of equiv-

alence testing. Section 3 notes that a key credibility issue with using the standard

NHST framework when the researcher wants to show that δ = 0 is that imprecision

is ‘good’, in the sense that there is an inverse relationship between precision and the

probability of obtaining a null result. However, the second and fourth columns in

Table 3 show that when using equivalence testing, one can bound an estimate sig-

nificantly closer to zero when one has more precise estimates. This shows that when

the researcher is trying to show a lack of association, equivalence testing restores the

proportional relationship between precision and the probability of reaching this con-

clusion. This in turn demonstrates that in such research settings, equivalence testing

addresses many of the problems discussed in Section 3 by eliminating the conflation

between imprecision and null findings.

28



7 The Future of Equivalence Testing in Economics

Section 6 uses equivalence testing to show that economists’ current practices for

making and defending null claims likely tolerate unacceptably high Type II error rates,

and many null claims prominently made in the economics literature are likely false

negatives. Fortunately, the tool used to demonstrate this problem is also the problem’s

solution. By eliminating the conflation between imprecision and null results inherent

to the standard NHST framework, equivalence testing restores researchers’ ability to

credibly make null claims with reasonable error rate coverage. Equivalence testing is

a first-order robustness check for null findings, and because virtually any relationship

may be practically equal to zero, every researcher should be prepared to perform

equivalence testing on estimates of interest. Given the clear need for equivalence

testing in economics, the remainder of this section is dedicated to showing researchers

how they can employ credible equivalence testing in future research.

7.1 ROPE Selection

What should the ROPE be for a given estimate? There is no one-size-fits-all answer to

this question. Benchmark effect sizes can be useful for analyses that assess an entire

literature, particularly when estimates from that literature are comprised of estimates

from diverse regressor types, variable units, and models. However, benchmark effect

sizes are not generally valid ROPEs for individual research questions (Lakens, Scheel,

& Isager 2018). The true ROPEs for two different effects will seldom be exactly

the same, so a literature-wide effect size benchmark will rarely (if ever) be a useful

boundary for an individual estimate’s ROPE. In practice, researchers need to assign

different ROPEs for each estimate of interest.

However, this practical need generates substantial researcher degrees of freedom.

A key concern is ROPE-hacking, whereby researchers interested in showing that δ ≈ 0

adjust ROPEs ad hoc to permit their estimates to be significantly bounded within
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those ROPEs. There is already strong evidence of such ROPE-hacking in the med-

ical literature (see Ofori et al. 2023). Given the prevalence of reverse p-hacking for

placebo tests in top economics journals (see Dreber, Johanneson, & Yang 2024), it

is not difficult to imagine that ROPE-hacking could similarly emerge in economic

applications of equivalence testing. This is a problem that even pre-registration can-

not fix, as researchers interested in obtaining evidence of null findings can simply

pre-register an excessively wide ROPE. Unsurprisingly, this practice can inflate error

rates in equivalence testing (Campbell & Gustafson 2021).

To control researcher degrees of freedom and ensure credible, independently-set

significance thresholds, I recommend that researchers set ROPEs by eliciting judg-

ments on minimal meaningful effect sizes from independent parties, such as experts or

relevant stakeholders. Such judgments are practical to elicit using recently-developed

research-centric survey platforms, such as the Social Science Prediction Platform

(DellaVigna, Pope, & Vivalt 2019). Though the SSPP is primarily a prediction plat-

form, and thus requires that researchers ask survey respondents to make predictions

regarding some outcome, it is seamless to incorporate questions regarding the effect

sizes that respondents would deem practically equal to zero. It is easy to follow the

question “What do you predict the effect of this intervention will be?” with the ques-

tion “What is the smallest effect that you would consider practically meaningful?”

This paper provides an example of how to implement such a survey. In addition to

asking respondents what equivalence testing failure rates they would predict, I also

asked the largest ETFRs that they would find acceptable, which is the relevant mea-

sure of practical significance for the purposes of this paper.

Researchers can set ROPEs based on respondents’ median responses to such ques-

tions. Further, even if researchers administer such surveys with the primary goal of

eliciting ROPEs, the additional prediction data will still be useful to help inform

posterior beliefs, and to evidence the novelty of research findings (DellaVigna, Pope,

& Vivalt 2019). Of course, other survey platforms (for example, Qualtrics) are also
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appropriate for such belief elicitation, provided that the researcher has a credible

sample of experts or stakeholders who can provide effect size judgments.

7.2 ROPEs and Research Conclusions

How should equivalence testing coexist with current frameworks that test whether

relationships are significantly different from zero? Even when applied, equivalence

testing is unfortunately often treated as an afterthought, utilized only when statisti-

cally significant evidence cannot be obtained for a given estimate under the standard

NHST framework (Campbell & Gustafson 2021). For example, medical trials with

nominal aims of testing for equivalence seldom report a pre-specified ROPE (Piaggio

et al. 2012). This implies that such trials first test an estimate using the standard

NHST framework and move to equivalence testing only when the standard NHST

framework does not yield statistically significant evidence. Even if not named ex-

plicitly, this common practice is functionally identical to the conditional equivalence

testing (CET) procedure described by Campbell & Gustafson (2018).

Definition 7.1 (The Conditional Equivalence Testing Procedure). The researcher

begins by testing δ̂ using the standard NHST framework in Definition 3.1. If the re-

searcher rejects H0 under the standard NHST framework, then the researcher con-

cludes that δ ̸= 0. Otherwise, the researcher then tests δ̂ using the equivalence testing

framework in Definition 4.1. If the researcher then rejects H0 under the equivalence

testing framework, then the researcher concludes that δ ≈ 0. Otherwise, the researcher

concludes that the relationship between δ and zero is inconclusive.

The CET procedure is not ideal, as in highly-powered research settings, δ̂ can

simultaneously be significantly different from zero and significantly bounded within

a ROPE (Lakens, Scheel, & Isager 2018). If the CET procedure is followed exactly,

then researchers may reach misleading research conclusions in this setting. The CET

framework would deem δ̂ significantly different from zero in the first step, but then
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equivalence testing would never be performed, and thus readers (and potentially also

the researcher) would not learn that δ̂ is significantly bounded within its ROPE.

Further, the CET procedure begins with applying the standard NHST framework,

which is not construct-valid to employ once a ROPE is set. The knowledge that some

non-zero values of δ are practically equal to zero implies that if the researcher wants

to show that δ is practically significant, then it is not sufficient to provide significant

evidence that δ ̸= 0. Rather, the researcher must demonstrate significant evidence

that δ is bounded outside of the ROPE to conclude with certainty that the estimate

is practically significant. This is not required by the CET procedure.

However, one useful feature of the CET procedure is that the procedure can

yield inconclusive results. The standard NHST framework currently results in a di-

chotomization of research findings – either a relationship is statistically significant

or it is not (McShane & Gal 2017). However, if an estimate is imprecise enough, it

may neither be possible to find statistically significant evidence that the estimate is

different from zero nor to find statistically significant evidence that the estimate is

practically equal to zero. In such settings, researchers cannot make a claim about

the estimate’s significance with reasonable certainty, and thus the researcher’s con-

clusions about the estimate should remain agnostic. This paper provides an example

of such conclusions. In Section 6.1, I note that though the within-researcher point

estimates of tolerances for ETFRs and Type II error rates may look quantitatively

similar, there is ultimately insufficient power and precision to conclude whether these

tolerances differ with reasonable error rate coverage.

Though embracing this uncertainty is likely uncomfortable and limiting to re-

searchers who are used to being able to dichotomize research findings as ‘significant’

or ‘insignificant’, the empirical results of this paper show that reaching research con-

clusions in this way is a dangerous practice that results in high error rates. This is

likely a key contributor to the low faith that researchers have in the quality and pub-

lishability of null conclusions reached using the standard NHST framework (McShane
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& Gal 2016; McShane & Gal 2017; Chopra et al. 2024). Researchers should thus be

willing to admit when they do not have sufficient power to make reasonably cer-

tain conclusions regarding statistical relationships, and therefore should use testing

frameworks that make it possible to reach inconclusive findings.

I advocate for researchers to test statistical relationships with a framework that

retains the capacity to produce inconclusive findings while also addressing the CET

procedure’s flaws. Specifically, I advocate for using the three-sided testing (TST)

framework designed by Goeman, Solari, & Stijnen (2010).

Definition 7.2 (The Three-Sided Testing Framework). The researcher wishes to

assess the practical significance of δ. The researcher thus sets a ROPE [ϵ−, ϵ+] as in

Definition 4.1 and establishes hypotheses

H
{N}
0 : δ ≥ ϵ−

H
{N}
A : δ < ϵ−

H
{TOST}
0 : δ < ϵ− or δ > ϵ+

H
{TOST}
A : δ ≥ ϵ− and δ ≤ ϵ+

H
{P}
0 : δ ≤ ϵ+

H
{P}
A : δ > ϵ+.

(13)

Test statistic tTOST is computed as in Definition 4.1 along with test statistics

tN =
δ̂ − ϵ−

s
tP =

δ̂ − ϵ+
s

. (14)

The researcher concludes that δ is significantly bounded above the ROPE if and only

if tP > t∗α/2,df . The researcher concludes that δ is significantly bounded below the

ROPE if and only if tN < −t∗α/2,df . As in Definition 4.1, if tTOST = t−, then the

researcher concludes that δ is significantly bounded within the ROPE if tTOST ≥ t∗α,df ,

but if tTOST = t+, then the researcher concludes that δ is significantly bounded within

the ROPE if and only if tTOST ≤ −t∗α,df . If the researcher does not find that δ is

significantly bounded above the ROPE, below the ROPE, or within the ROPE, then

the researcher concludes that the practical significance of δ is inconclusive.

The TST framework combines tests for practical equivalence with tests for prac-

tical significance, addresses all aforementioned concerns with the CET procedure,
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and still retains the CET procedure’s positive properties. Principally, under the TST

framework, δ is never declared to be statistically significantly different from zero un-

less there is statistically significant evidence that δ̂ is practically different from zero.

Further, even though the TST framework consists of conducting three simultaneous

hypothesis tests, the family-wise error rate of these three tests for a single application

of the TST framework is controlled at α without any multiple hypothesis testing ad-

justments (Goeman, Solari, & Stijnen 2010). However, like CET, the TST framework

also still retains the possibility for inconclusive results. Such results arise if δ̂ is too

close to one of the ROPE boundaries to say that δ is significantly bounded inside or

outside of the ROPE given the precision of δ̂.

The empirical findings of this paper provide an example of how conclusions can

be made using the TST framework. The question of whether ETFRs are significantly

greater than zero is uninteresting; ETFRs are greater than zero almost by construc-

tion. However, as discussed in Section 7.1, thresholds for maximum acceptable ETFRs

are a relevant measure of ‘practically (in)significant’ effect sizes for the purposes of

this paper. After eliciting judgments on these thresholds in the SSPP survey (see

Sections 2.1 and 6.1), for each effect size measure, I set a ROPE of [0, ϵ], where ϵ is

the median of these threshold judgments for that given effect size measure. In Sec-

tion 6.2, I then show that the 95% confidence intervals of my main ETFR estimates

are bounded above these ϵ thresholds. Under the TST framework, this is statistically

significant evidence that the ETFRs in my final sample are practically significant.

Figure 7 illustrates how TST conclusions can be derived using a confidence interval

approach. The top three estimates shown in Figure 7 depict estimates for which the

researcher can make highly certain practical significance conclusions. The first and

second estimates’ 95% confidence intervals are bounded outside of the ROPE, so these

estimates are practically significantly positive and negative (respectively). The third

and fourth estimate’s entire 95% ECIs are bounded inside the ROPE, so there is

significant evidence that these estimates are practically equal to zero. In contrast, the
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Note: Estimates are displayed along with 95% ECIs (thicker bands) and confidence intervals (thinner
bands). The scale of these estimates is arbitrary. ϵ− and ϵ+ respectively denote the lower and upper
boundaries of the ROPE for these estimates.

Figure 7: Research Conclusions in the TST Framework

practical significance of the last two estimates in Figure 7 is inconclusive. The first

of these two estimates has a point estimate bounded within the ROPE, but its 95%

ECI intersects the ROPE. The last estimate has a point estimate bounded outside of

the ROPE, but its 95% confidence interval intersects the ROPE.

The bottom estimate in Figure 7 is particularly important for understanding how

TST augments the standard NHST framework. This estimate is statistically signif-

icantly different from zero, and because its point estimate exceeds the ROPE, this

estimate would likely lead most economists to conclude that the relationship is ‘eco-

nomically significant’. However, under TST, this estimate would still be deemed to

be too noisy to yield highly certain practical significance conclusions. This bottom

estimate lacks sufficient precision to rule out the prospect that its point estimate falls

outside of the ROPE simply due to sampling variation. The TST framework only

deems estimates whose confidence intervals are fully bounded outside of the ROPE,

such as the top two estimates, to be practically significant. These sorts of estimates

are large and precise enough to instill strong confidence that these relationships are

bounded outside of the ROPE.
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8 Conclusion

I introduce the economics literature to a suite of simple equivalence testing methods. I

then demonstrate their necessity, showing that a substantial proportion of estimates

defending published null claims in top economics journals fail lenient equivalence

tests. At a 5% significance level, equivalence testing failure rates for these estimates

range from 36-63% within lenient ROPEs. To obtain acceptable equivalence testing

failure rates, one must claim that nearly 75% of all published effect sizes in economics

are practically equal to zero. Because it is ludicrous to claim that the magnitudes

of so many published economic estimates are practically equal to zero, it is instead

clear that economists’ current testing practices for making and defending null claims

tolerate unacceptably high error rates.

These results demonstrate that testing practices in economics need to change, and

I provide a practical blueprint for how researchers can make this change. Specifically,

researchers should elicit independent judgments of the smallest practically important

effect size for each relationship that they are interested in estimating. These judg-

ments can either be elicited from other experts or from relevant stakeholders, and are

practical to aggregate using centralized research-centric survey platforms such as the

Social Science Prediction Platform (DellaVigna, Pope, & Vivalt 2019).

The ROPEs constructed from these judgments can then be used to test estimates

using the three-sided testing framework, which has several advantageous properties.

First, TST permits researchers to simultaneously test for an estimate’s practical sig-

nificance and practical equivalence to zero, while controlling error rates from these

simultaneous tests at nominal significance levels. Second, the TST framework ensures

that relationships are not deemed statistically significant unless there is credible ev-

idence that such relationships are practically significant. Third and finally, the TST

framework makes it possible for inconclusive results to arise. When the researcher

lacks enough power to make definitive claims about the practical significance of the

relationship, they should assert that their results are inconclusive. The TST frame-
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work requires such conclusions in these settings.

Adoption of these techniques would have a myriad of positive effects on research

findings in the economics literature. Credible equivalence testing can help assuage

existent concerns about the quality and publishability of null results, helping reduce

publication bias against null results in the economics literature. Further, equivalence

testing makes economic theories credibly falsifiable by making it possible to obtain

significant evidence that a theorized economic relationship is practically equal to

zero. Additionally, there is immense potential for further applications of equivalence

testing in placebo tests, which are critical for evidencing identification assumptions

but overwhelmingly applied fallaciously. Equivalence testing places the burden of

proof back on the researcher to demonstrate that placebo test results are practically

equal to zero before making broader inferences from their statistical findings. There

is a wealth of potential for future methodological research on this topic. Finally,

ROPE-setting and the TST framework can help ensure that both null results and

significant results published in economics are credible and practically relevant. These

testing procedures can be implemented using the tsti Stata command and the tst

command in the eqtesting R package.19

19To access the repositories for both software suites, see https://github.com/jack-fitzgerald.
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